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A B S T R A C T

Recent studies reveal that Convolutional Neural Networks (CNNs) are typically vulnerable to adversarial
attacks. Many adversarial defense methods have been proposed to improve the robustness against adversarial
samples. Moreover, these methods can only defend adversarial samples of a specific strength, reducing
their flexibility against attacks of varying strengths. Moreover, these methods often enhance adversarial
robustness at the expense of accuracy on clean samples. In this paper, we first observed that features of
adversarial images change monotonically and smoothly w.r.t the rising of attacking strength. This intriguing
observation suggests that features of adversarial images with various attacking strengths can be approximated
by interpolating between the features of adversarial images with the strongest and weakest attacking strengths.
Due to the monotonicity property, the interpolation weight can be easily learned by a neural network. Based
on the observation, we proposed the adaptive feature alignment (AFA) that automatically align features to
defense adversarial attacks of various attacking strengths. During training, our method learns the statistical
information of adversarial samples with various attacking strengths using a dual batchnorm architecture. In this
architecture, each batchnorm process handles samples of a specific attacking strength. During inference, our
method automatically adjusts to varying attacking strengths by linearly interpolating the dual-BN features.
Unlike previous methods that need to either retrain the model or manually tune hyper-parameters for a
new attacking strength, our method can deal with arbitrary attacking strengths with a single model without
introducing any hyper-parameter. Additionally, our method improves the model robustness against adversarial
samples without incurring much loss of accuracy on clean images. Experiments on CIFAR-10, SVHN and
tiny-ImageNet datasets demonstrate that our method outperforms the state-of-the-art under various attacking
strengths and even improve accuracy on clean samples. Code will be made open available upon acceptance.
1. Introduction

Recent studies reveal that convolutional neural networks (CNNs)
are vulnerable to adversarial attacks on many tasks such as classifi-
cation [1,2] and biometric identification [3–6]. Adding human imper-
ceptible noise, a.k.a adversarial perturbations, to the original inputs
can fool a well-trained network into producing incorrect predictions.
This poses a threat to security-sensitive applications, such as biometric
identification [7] and self-driving [8].

A line of works have been proposed to enhance model robustness
against adversarial samples. Among them the adversarial training (AT)
methods are able to achieve strong performance under a variety of
attacking configurations [9–11]. Though its performance on improv-
ing accuracy on adversarial samples (adversarial accuracy), AT-based
methods notoriously sacrifice accuracy on clean samples (standard
accuracy) [12,13].
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The contradictory between clean and adversarial accuracies encour-
ages researchers to develop techniques that can handle various attack-
ing strengths [10,14]. Zhang et al. [10] introduce a hyper-parameter
𝜆 to control the attacking strength during training. A model trained
with different 𝜆 can be deployed in various environments with different
attacking strengths. However, this method needs to retrain the model
whenever deploying to a new environment. Wang et al. [14] then
propose to embed the parameter 𝜆 as an input of the model. During
testing, the attacking strength is fed into the model as part of the
input. Consequently, mode trained only once can deal with various
attacking strengths during testing. However, in real-world applications
the attacking strength is unknown to the model (see Fig. 1).

As pointed by previous research [14,17,18], the contradiction
between standard and adversarial accuracy may be caused by the
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Fig. 1. Performance of various methods under different attacking strength (𝜖). Models
are implemented based on the WRN-16-8 [15] architecture and trained on the
SVHN [16] dataset. Our method outperforms other competitors under various attacking
strength (𝜖 > 0) while maintaining the standard accuracy (𝜖 = 0).

Fig. 2. Schemas of different methods to deal with various attacking strengths. (a)
TRADES [10] trains multiple networks with different hyper-parameters, e.g.𝜆. (b) OAT
[14] trains only one network and then deploy it with various hyper-parameters. (c)
Our proposed method needs only one network in both training and deployment.

misaligned statistics between standard and adversarial features. We
conducted an in-depth study on adversarial samples of various attack-
ing strengths and found that the feature statistics undergo a smooth
and monotonical transfer with the rising of attacking strength. In
other words, features of various attacking strengths can be viewed
as a continuous domain transfer [19]. This observation suggests that
features of arbitrary attacking strengths can be approximated through
linear interpolation between two basic attacking strengths, which we
will illustrate in Section 3. For example, features of adversarial samples
with intermediate strengths can be approximated by interpolating
between the features of the weakest and strongest adversarial samples.
Because of the property of monotonicity, the neural network can learn
the interpolation weight, which is then automatically adjusted during
inference.

Inspired by our observation, we develop the novel adaptive feature
alignment (AFA) method that utilizes the dual-BN [14,18] architec-
ture to automatically adjust features for images of arbitrary attacking
strengths. In contrast to existing methods that adjust to various attack-
ing strengths through either manual hyper-parameter tuning [14] or
model retraining [10], our method is fully automatic and adapts to
different attacking strengths using a single model.

The experiments on CIFAR-10, SVHN and tiny-imagenet datasets
demonstrate that our proposed method surpasses the prior methods
under various attacking strengths. The contributions of this paper are
summarized as below:

1. We observe that feature statistics of various attacking strengths
undergo smooth and monotonical transfer.

2. Inspired by the observation, we proposed the adaptive feature
alignment (AFA) method that adaptively processes images of
various attacking strengths by interpolating the features of two

basic attacking strengths.
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2. Related work

2.1. Adversarial attacking

Adversarial attacks fool the neural networks by applying imper-
ceptible perturbations to the original inputs and consequently mislead
the deep neural network to give an incorrect prediction. Roughly,
adversarial attacks can be divided into two groups: (a) minimizing
perturbation magnitude given that the image is misclassified, and (b)
maximizing the attack success rate given a limited perturbation budget.
Next we will introduce several representative methods of these two
groups (see Fig. 2).

Szegedy et al. [1] propose the first adversarial attack method that
uses box-constrained L-BFGS to find minimal perturbations that can
fool the neural networks. Carlini and Wagner (C&W) attack [20] is
similar to L-BFGS, but with different loss function applied. Carlini and
Wagner investigate different loss functions and conclude that the loss
that maximizes the gap between the target class logit and highest
non-target class logit results in superior performance. DeepFool [21]
iteratively update the perturbations by moving the inputs towards
the decision boundary. Ying et al. [22] propose to perturbate in the
YUV color space for reversible data hiding. With the goal of finding
minimal effective perturbation, group (a) has the disadvantage of being
cumbersome and slow.

In contrast, group (b) that maximizes the attack success rate given
a limited perturbation budget is more straightforward and widely used
in many recent studies [2,23]. The Fast Gradient Sign Method (FGSM)
method [2] imposes the gradient to the inputs to increase prediction
error. This method is simple but less effective [24]. Iterative FGSM
(I-FGSM) [23] iteratively performs the FGSM attack. In each itera-
tion, only a part of the allowed perturbations limit is added, which
contributes to its higher attack effect compared to FGSM. Another
attacking method, PGD [9], is almost the same as I-FGSM and the
only difference is that the PGD attack initializes the perturbation with
random noise while I-FGSM just initializes the perturbation with zero
values. Recently, Gragnaniello et al. [25] the perceptual preserving
back-box attacking method which preserves the perceptual quality of
perturbated images. Deng et al. [26] propose to perturbate only small
‘meaningful areas’ of the image.

2.2. Adversarial training

Adversarial training improves robustness by training models with
adversarial samples. Goodfellow et al. [2] use adversarial examples
generated by FGSM as training data. Kurakin et al. [23] propose to
use a multiple-step FGSM to further improve the performance. Zhang
et al. [10] propose TRADES that balances the adversarial accuracy with
standard accuracy. Several improvement of PGD adversarial training
have also been proposed, such as [27,28] and [29]. Despite many
researchers pay much attention to adversarial training and achieve
substantial achievement, existing methods either sacrifice accuracy on
clean inputs or Xie et al. [18] found that adversarial training can
improve the performance in image classification. Adversarial train-
ing is also proved to be useful for contrast learning [30]. The most
related works to ours are [18] and [14]. The former regard adver-
sarial examples and normal examples as different domain, and uti-
lizing adversarial examples to improve the performance on normal
datasets, regardless the robustness of adversarial attacks. The later
proposes a model-conditional training framework, which can joint
trade-off between accuracy and robustness by a hyper-parameter with-
out re-training. However, such a method has to know whether the
test data is adversarial example in advance, which is unpractical in

real-world applications.
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Fig. 3. Per-channel mean and variance of intermediate convolution features under different attacking strengths. Features under different attacking strengths undergo a continuous
domain transfer.
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3. Observation and motivation

In this section, we first describe the observation and illustrate how
we are motivated to develop the Adaptive Feature Alignment method.
Then we introduce the details of our proposed method.

3.1. Observation and motivation

Many recent studies reveal that features of standard/adversarial
samples belong to two separate domains [14,18], and then devel-
oped the dual-BN architecture to process standard/adversarial samples
separately. While their methods [14,18] neglect the inherent vari-
ances across adversarial samples of different attacking strengths. Our
observation experiments demonstrate that feature statistics of vari-
ance attacking strengths undergo a continuous and monotonical domain
ransfer.

We train the Wide-Resnet-28 [15] model on the CIFAR-10 [31]
ataset. We adopt the dual-BN architecture proposed in [18] which
plits normal and adversarial samples into multiple parallel batchnorm
ranches. The FGSM [2] attacking method is used in this experiment.
fter training, we analyze the statistics of features of various attacking
trength on the testing set. Concretely, we visualize the per-channel
ean and variance of features from an intermediate convolution layer,

esults are shown in Fig. 3.
The results in Fig. 3 clearly demonstrate that the features are

ransferring smoothly and monotonically with the rising of attacking
trength. This hints us that features of an arbitrary attacking strength
an be approximated by a linear combination few ‘‘base’’ intensities.
or instance, a medium attacking strength can be represented by a
ombination of a slight attacking and a strong attacking.

Based on this observation, we are motivated to put forward the
daptive feature align framework that accepts arbitrary attacking intensi-
ies through adaptive feature interpolation. We will detail the proposed
ethod in Section 4.2.

. Methodology

.1. Overall framework

The overall architecture of our proposed framework is illustrated
n Fig. 4. We denote 𝐼𝜖=𝑘 as an adversarial image where 𝜖 is the
ttacking strength, and 𝐼 represents an image of arbitrary unknown
ttacking strength. Commonly these attacking methods apply a gradient
186 
scent to the original inputs to obtain adversarial samples. The attack-
ng strength 𝜖 is closely related to the gradient magnitude. Specifically,
e refer to 𝐼𝜖=0 as clean samples without adversarial attacking. Let
𝜖=𝑘 be the convolutional feature extracted from an intermediate layer.
ur overall pipeline is extended from the dual-BN architecture that

s proposed in [14,18]. We first extend it into a e.g.𝐾-BN (𝐾 ≥ 2)
rchitecture (Fig. 4(a)), and then drop some of the BN branches to form
he final dual-BN architecture (Fig. 4(b)). The training procedure of our
ramework includes two stages.

In the first stage (Stage-I), we train a 𝐾-BN network with 𝐾 parallel
atch normalization branches and each branch BN𝑘(𝑘 = 0, 1,… , 𝐾 −
) deals with samples of specific attacking strength. Note that the
ttacking strength 𝜖 is known to the model and each sample 𝑥𝜖 will only
o through one of the BN branches according to the attacking strength
. Fig. 4(a) demonstrates the training of stage-I.

In the second stage (stage-II), we drop the intermediate BN branches
nd only keep two branches corresponding to the strongest and lowest
ttacking strengths, e.g.BN0 and e.g.BN𝐾−1. Then we freeze all the
odel parameters and train our proposed Adaptive Feature Alignment

AFA) module to automatically adjust fusing weight between BN0 and
N𝐾−1. Fig. 4(b) demonstrates the training of stage-II.

Next, we will detail the proposed ‘adaptive feature alignment’ mod-
le.

.2. Adaptive feature alignment

Let 𝑥 be the image feature of an arbitrary sample, and BN0 and
N𝑘−1 be the remaining BN branches as shown in Fig. 4(b).

Given the input 𝑥, the proposed AFA first generates two fusing
eights 𝑊0,𝑊1 with a subnetwork termed ‘weight generator’ (WG).
he weight generator network consists of 2 sequential Conv-BN-ReLU
locks and then followed by the global average pooling (AVG) and two
inear layers. Finally, the output is normalized by the sigmoid func-
ion. Fig. 5 detailly illustrates the architecture of the WG subnetwork.
onsequently, the fusing weights are output of the weight generator:

0 = WG(𝑥)

1 = 1 −𝑊0.
(1)

Given input 𝑥 and fusing weights 𝑊0,𝑊1, the out put of AFA �̂� is:

̂ = 𝑊0 ⋅ BN0(𝑥) +𝑊1 ⋅ BN𝑘−1(𝑥), (2)

here BN0 and BN𝑘−1 are the batchnorm operator:

N(𝑥) =
𝑥 − 𝜇

.

𝜎
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Fig. 4. The overall architecture. (a) In the first stage, we train a multi-branch network where each parallel BN branch corresponds to samples of a specific attacking strength.
(b) In the second stage, we drop intermediate BN branches and only keep the outermost branches, e.g.BN0 and BN𝑘−1. And the weight generator (WG) in the adaptive feature
alignment (AFA) module will generate the fusing weight of the two remaining branches.
i
w
Fig. 5. Architecture of the weight generator (WG). The cube represents the ‘Convo-

lution → batchnorm → ReLU’ sequential, the trapezoid represents the ‘global average
pooling’ and the bar represents the ‘Linear → ReLU’ combo. The output is normalized
by the sigmoid function.

4.3. Model optimization

As aforementioned, the proposed framework contains two training
stages. In the first stage, we train a 𝐾-BN network with both classi-
ication loss and the adversarial loss. We use the cross-entropy loss
CE-loss) as the classification loss. Note that our method does not
onstrain the specific form of adversarial loss. In the second stage, we
rop all middle BN-branches and only preserve two outermost ones.
hen we fix all network parameters and only optimize the weight
generator, as illustrated in Fig. 4(b). Since the attacking strength is
unknown to the model, we use only the classification loss in stage-II.
Stage 1: Training basic model. In the first stage, we train the 𝐾-BN
architecture as illustrate in Fig. 4(a). Note that each BN branch only
accepts samples of a specific attacking strength and all other parameters
are shared across all samples. Given a sample 𝑥 with attacking strength
𝜖, the loss function can be formulated as:

1(𝑥𝜖) = 𝐶𝐸 + 1(𝜖 > 0) ⋅ 𝑎𝑑𝑣 (3)

where 1(⋅) is a indicator function evaluating to 1 when the condi-
tion is true and 0 elsewise. The optimization procedure of stage-I is
summarized in Algorithm 1, which is extended from AdvProp [18].
Stage 2: Training the weight generator. In the second stage, as
illustrated in Fig. 4(b), we drop all other BN branches and only preserve
the two outermost branches: BN0 and BN-𝑘−1.

Then we place the weight generator (WG) in a intermediate layer
to generate adaptive fusing weights. In stage-II, the attacking strength
is unknown to the model and we use only the cross-entropy loss as
supervision in stage-II.

5. Experiments

5.1. Experiments setup

Implementation details. We conduct experiments on three datasets:
CIFAR-10 [31], SVHN [16] and tiny-ImageNet [32]. The feature align-
ment is performed at the second last convolution layer of the network.
Following several previous works [14,33], we adopt the WRN-28-10
for the experiments on CIFAR-10, and WRN-16-8 on SVHN and tiny-
ImageNet. We use 𝐾 = 5 in all our experiments since we found that
𝐾 = 5 achieves a good balance between training efficiency and model
187 
Algorithm 1: Training procedure of basic model
Input: The batch of natural samples 𝑥𝑐 with label 𝑦, the path quantity 𝐾,

the attack strength vector of each path 𝜉, the adversarial samples
generating algorithm 𝐺, loss function for natural training 𝐿𝑐 , loss
function for adversarial training 𝐿𝑎, the network parameters 𝛩

teration number 𝑖 ← 0, total loss 𝐿𝑖 ← 0;
hile not converged do
𝐿𝑖 ← 0;
for 𝑘 ← 2 to 𝐾 do

Switch to 𝑘th path to enable 𝑘th BN;
Obtain corresponding attack strength value from the vector
𝜉𝑘 ← 𝜉[𝑘];

Generate adversarial samples with attacking strength 𝜉𝑘 by
𝑥𝑎 ← 𝐺(𝛩, 𝑥𝑐 , 𝑦, 𝜉𝑘);

Calculate the adversarial loss of 𝑘th path by 𝑙𝑘 ← 𝐿𝑎(𝛩, 𝑥𝑐 , 𝑥𝑎, 𝑦);
Accumulate the total loss 𝐿𝑖 ← 𝐿𝑖 + 𝑙𝑘;

end
Calculate the clean loss 𝑙1 ← 𝐿𝑐 (𝛩, 𝑥𝑐 , 𝑦);
Accumulate the total loss 𝐿𝑖 ← 𝐿𝑖 + 𝑙1;
Compute the gradients of 𝛩;
Update the parameters 𝛩;

end
Output: 𝛩

performance. The attacking strength of the five branches are: 0/255,
2/255, 4/255, 6/255, 8/255.

As aforementioned, the training procedure is seperated into two
stages, On SVHN, the initial learning rates of the two stages are 0.01
and 0.001, respectively. And the initial learning rates on CIFAR and
tiny-ImageNet dataset is ten times that of the SVHN dataset. We train
100 epochs for the first stage and 20 epochs for the second stage.
During training, we decay the learning rate with factor of 0.9. In the
first stage, the learning rate decays at the 75th and the 90th epoch; in
the second stage, the learning rate decays at the 10th epoch.
Attacking methods. We adopt 3 adversarial attack algorithms: Fast
Gradient Sign Method (FGSM) [2], Projected Gradient Descent (PGD)
[9] and C&W [20]. In Table 2, Table 1 and Table 3, we compare our
method with other competitors using the PGD attacking method under
various attacking strengths. And in Table 4 we use various attacking
methods under a fixed attacking strength.
Adversarial training. We compare our proposed method with sev-
eral recent adversarial training methods, e.g.OAT [14], PGD-AT [9],
TRADES [10], IAT [34], MART [35].

On the CIFAR-10 and MNIST datasets, we adhered to the original
configurations of each method, including the number of perturbation
steps and the step size. For the SVHN and mini-ImageNet datasets, we
applied the configurations used for the CIFAR-10 dataset.
Adversarial loss functions. As demonstrated in Eq. (3), our method
does not constrain the specific form of adversarial loss function. There-
fore, our method can be integrated with many adversarial training

methods.
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Table 1
Accuracy of adversarially trained network on the SVHN dataset. All models are
implemented with WRN-16-10 architecture.

Method Steps Step size Acc under different 𝜖

0 1 2 4 8 Avg

Standard 96.5 73.7 39.1 6.5 0.2 43.2

PGD-AT 7 𝜖∕4
93.4 87.3 81.8 72.1 51.3 77.2

PGD-AT+ours 97.5 96.1 89.6 79.3 52.6 83.0

PGD-AT 20 𝜖∕4
93.0 83.7 77.4 68.3 46.5 73.8

PGD-AT+ours 98.1 93.1 87.8 75.4 46.4 80.0

TRADES 10 𝜖∕4
85.3 81.8 77.6 70.9 53.2 73.8

TRADES+ours 97.0 89.0 88.4 77.6 54.2 81.4

IAT 20 𝜖∕4
95.9 83.3 78.2 63.5 40.5 72.3

IAT+ours 97.4 91.6 87.9 75.9 42.3 79.0

MART 10 𝜖∕4
82.5 75.4 65.5 58.9 58.2 68.1

MART+ours 97.0 93.5 88.5 78.4 58.7 83.2

Table 2
Accuracy of adversarially trained network on the CIFAR-10 dataset. All models are
implemented with WRN-16-10 architecture.

Method Steps Acc under different 𝜖

0 1 2 4 8 Avg

Standard 95.2 30.5 3.0 0.0 0.0 25.7

OAT (𝜆 = 0.2) 10 90.4 85.9 79.9 65.5 34.6 71.3
OAT (𝜆 = 0.5) 88.7 84.5 79.2 67.4 40.4 72.1

PGD-AT 20 86.9 81.5 78.5 68.8 46.2 72.4
PGD-AT+ours 95.8 87.0 83.9 72.6 50.0 77.9

TRADES 10 83.2 80.5 77.6 71.3 53.8 73.3
TRADES+ours 95.4 86.8 82.7 72.1 52.6 77.9

IAT 20 92.9 88.3 84.4 73.5 46.2 77.0
IAT+ours 96.1 86.2 81.7 73.7 46.2 76.7

MART 10 83.6 81.0 78.2 72.3 55.3 74.1
MART+ours 95.9 84.3 84.2 73.5 56.1 78.8

5.2. Quantitative comparisons

Quantitative results on CIFAR-10, SVHN and tiny-ImageNet datasets
are summarized in Table 1, Table 2 and Table 3, respectively.
Performance on SVHN. The quantitative results on the SVHN dataset
s shown in Table 1. Our method consistently outperforms others and
he margins are more significant compared to that on the CIFAR
ataset, demonstrating the superior of our method. Moreover, our
ethod can even promote the performance of the standard model, as

videnced by that all method surpass the standard model when 𝜖 = 0.
erformance on CIFAR-10. Table 2 summarizes the comparison re-
ults on the CIFAR-10 dataset. Our method consistently outperforms
thers with a very significant margin, especially under large attacking
trengths. Moreover, our method can even promote the performance of
standard, as evidenced by that all method surpass the standard model
hen 𝜖 = 0.
erformance on tiny-ImageNet. The comparison results on tiny-
mageNet are reported in Table 3. The results are consistent with the
revious conclusion, which shows a stable promotion of our method on
larger scale dataset.
ther attacking methods. In this experiment, we assess the perfor-
ance of adversarially trained models using different attack methods,

ather than the method used to generate the adversarial training sam-
les. We tested following attacking methods: PGD [9] with excessive
umber of iterations (200), FGSM [2], Auto-PGD (APGD) [36], and
&W [20]. The attacking strength is fixed to 𝜖 = 8.

The results in Table 4 reveals that our method consistently im-
rove various adversarial training methods when attacked by different
ttackers, demonstrating the strong generalization of our method.
daptive attack. Since our method introduces an additional model
rediction, the fusing weight 𝑊 in Eq. (1). This prediction can bring
188 
Table 3
Quantitative results on the tiny-ImageNet dataset. All models are implemented with
WRN-16-8 architecture.

Method Steps Step size Acc under different 𝜖

0 1 2 4 8 Avg

Standard 63.5 6.7 1.0 0.2 0.0 14.3

PGD-AT 20 2 50.4 44.6 38.8 28.0 13.5 35.1
PGD-AT+ours 64.5 46.8 35.3 28.1 13.8 37.7

TRADES 20 42.1 38.2 34.0 26.6 15.1 31.2
TRADES+ours 62.5 47.9 39.2 26.7 15.1 38.3

MART 10 41.0 37.3 33.6 27.1 16.4 31.1
MART+ours 63.9 44.8 38.6 27.8 16.5 38.3

addition vulnerability to the network. To assess the robustness of our
method, we tested the performance of adaptive attack [37].

We test our method on the adaptive attack setting by exposing the
fusing weight, e.g.𝑊0, to the attacker. Specifically, we expose not only
he classification logits, but also the fusing weight 𝑊0 to the attackers.
et �̂� be the classification prediction from the model, 𝐶𝐸 , 𝐵𝐶𝐸 be the

cross entropy loss and binary cross entropy loss. The total loss is:

 = 𝛼𝐶𝐸 + 𝛽𝐵𝐶𝐸 ,

where 𝛼 and 𝛽 are the loss weights for the two terms. Finally, adaptive
attacking methods apply gradient ascent to the inputs to generate
adversarial samples.

We tested 7 different loss weights between CE and BCE (10:1, 5:1,
2:1, 1:1, 1:2, 1:5, 1:10) and report the best attacking results (worst
adversarial accuracies) in the last column of Table 4.

The results in Table 4 show that the fusing weight is robust against
adversarial attack and our method does not bring much additional
vulnerability to the model.
Black-box robustness. Black-box attacks generate adversarial sam-
ples by attacking a surrogate model. Following setting in [35,38],
the ResNet-50 model with Standard adversarial training is adopted as
surrogate model for evaluation. The black-box robustness on CIFAR-10
is reported in Table 5.

The results in Table 5 indicate that the robustness gained by our
method is not caused by the so-called ‘obfuscated gradients’ [39]. It can
be verified by following evidence: (1) our method has higher accuracy
under weak attacks (e.g.FGSM) than strong attacks (e.g.PGD). (2) our
method has higher accuracy under black-box attacks than white-box
attacks.

5.3. Ablation study

In this section we do several ablation experiments on the CIFAR-10
dataset to verify& interpret our proposed framework.
Choice of 𝐾. Here we ablate the choice of 𝐾 when training the 𝐾-
BN architecture in stage-I as illustrated in Fig. 4(a). Results in Table 6
tells that model performance benefits from a larger 𝐾 and 𝐾 = 5 is a
sweet-point for sake of efficiency and performance.
Relationship between fusion weight and 𝜖 In order to further
probe the behavior of AFA, we analyze the relationship between fusion
weights (𝑊1) and the attacking strength (𝜖). Specifically, we train
a ResNet-34 model on CIFAR-10 to generate adversarial samples of
random attacking strengths. As shown in Fig. 6, the AFA is biased
towards the adversarial branch (BN𝐾−1) when the attacking strength
rises up, as evidenced by the increase of 𝑊1.

6. Conclusion

We proposed a novel method to defend adversarial samples of
various attacking strength. We first observed that the feature statistics

of adversarial features change smoothly and monotonically with the
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Table 4
Adversarial accuracy of different attacking methods with a fixed attacking strength of 𝜖 = 8 on the CIFAR-10 dataset. The model is trained with
respect adversarial training method and evaluated with various attacking methods. We used the default attacking configurations (step size and
number of perturbation steps) of the original papers. For Auto-PGD, we used 200 perturbation steps with a step size of 2. For PGD [9], we
used the excessive 200 iterations to verify the performance under strong attacks.
Method Acc under different attacks

Standard PGD [9] (200 steps) Auto-PGD [36] FGSM [2] C&W [20] Adaptive [37]

Standard 95.2 0.0 0.0 24.2 0.0 –

PGD-AT 86.9 41.3 44.75 56.1 45.3 –
PGD-AT+ours 95.8 43.3 46.72 81.1 48.3 48.2

TRADES 83.2 46.9 46.15 64.6 52.5 –
TRADES+ours 95.4 47.1 48.31 80.3 51.0 52.2

IAT 92.9 41.7 45.1 65.7 43.4 –
IAT+ours 96.1 42.9 45.9 80.6 43.5 46.1

MART 83.6 49.1 47.1 64.3 53.4 –
MART+ours 95.9 51.0 48.7 81.3 53.6 55.6
Table 5
Black-box performance of a WRN-28-10 network on the CIFAR-10 dataset.

Method Acc under different 𝜖

0 1 2 4 8 Avg

PGD-AT 86.9 85.2 83.1 78.2 66.8 80.0
PGD-AT+ours 95.8 94.6 90.5 91.9 67.9 88.1

TRADES 83.2 81.5 79.0 74.1 65.3 76.6
TRADES+ours 95.4 94.7 92.7 82.4 65.9 86.2

IAT 92.9 91.2 88.7 84.5 71.8 85.8
IAT+ours 96.1 95.2 93.6 87.0 74.0 89.2

MART 83.6 82.0 80.0 76.1 66.0 77.6
MART+ours 95.9 95.3 93.4 83.7 67.7 87.2

Table 6
Performance using different number of branches 𝐾.

# BNs Acc under different 𝜖

0 1 2 4 8 Avg

𝐾 = 2 95.0 85.1 82.2 70.4 48.1 76.2
𝐾 = 3 95.5 86.7 83.2 72.3 48.6 77.3
𝐾 = 5 95.8 87.0 83.9 72.6 50.0 77.9
𝐾 = 9 95.6 87.2 84.5 72.9 50.4 78.1

Fig. 6. Relationship between fusion weight 𝑊1 and attacking strength 𝜖. With the
rising of 𝜖, 𝑊1 increases, the features are biased towards the adversarial BN branch,
e.g.BN𝑘−1.

attacking strength. Based on the observation, we proposed adaptive
feature fuse mechanism to automatically generate features for arbitrary
unknown attacking strength. Compared to previous works, our method
is able to defend samples of different attacking strengths on the fly
with a single model, showing its potential in real-world applications.
Experiments on several open benchmarks demonstrate the superior
of our method on defending adversarial attacks of various strengths.
Additionally, our method is easy to embed in other methods to help
the original method defending wide range of attacking strengths. Our
method needs adversarial samples of various strength during model
189 
training and thus introduce computational footprint during training,
especially for those slow attacking methods, e.g.. query-based attack.
Possible future works include improve the training efficiency of the
framework and improve the practical application.
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